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 This paper aims to determine the most accurate algorithm for predicting the Egyptian gross 
domestic product (GDP) and not only and also to determine the relative weight of the effect of 
the components of the output on it to assist decision-makers in making good economic policies. 
It turned out that the gradient algorithm is the most accurate and highly efficient algorithm for 
predicting the Egyptian GDP. It also became clear that government investment is the biggest 
influence on the Egyptian GDP at 21%, followed by the consumer spending of the family sector 
at 19%, followed by investment spending by the private sector and imports by the same 15%, 
then exports and government spending by 14% and 13%, respectively. Thus, to stimulate and 
maximize the size of the Egyptian GDP, the decision-maker must focus on stimulating 
government investment spending and consumer spending for the household sector and 
investment spending for the private sector.  
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1. Introduction 
Policymakers, corporations, and financial market participants are all interested in the economy's 

condition to make future decisions. Gross domestic product (GDP) shows that, so the economist working 
to expect and predict its values to put macroeconomic policies. GDP doesn't show the economic volume of 
the country only but determines the inflation and unemployment rate and predicts it put Either a state of 
pessimism or optimism among local and foreign investors. And GDP prediction makes us determine the 
strong and weak points in our economy based on this status, and we make future policies to address the 
problem before it happens. 

The Egyptian GDP achieved decreasing growth rates from 2000 to 2020. The growth rate in output 
reached about 6% in the year 2000. It decreased to 4.4% in 2005, then increased again to 5.1%, but quickly 
decreased in 2015 and 2020 to 4.3% and 3.5%, respectively. It's important to note that the Egyptian GDP 
only saw a 7.1% growth spike between 2007 and 2008. It reached its lowest growth rate in 2011 due to the 
political turmoil resulting from the January 25 revolution "world bank data. [1]” 

As for the sectoral distribution of GDP from 2000 to 2020, the service sector came with the most 
significant contribution in that period, as it contributed 46% in 2000 and increased to 51.6% in 2020. The 
industrial sector followed a contribution rate of 30.7% in 2000 and increased to 31.8% in 2020. Finally, the 
agricultural sector came with a contribution rate of 15.5% in 2000, which decreased to 11.1% in 2020 in 
favor of the service and industrial sectors "world bank data. [1]” 

To evaluate which technique is more accurate and apply it to our mission, we will utilize machine 
learning techniques( ML) specializing in Gradient boosting algorithms (GB), logistic regression (LR), 
support vector machine (SVM), naive Bayes (NB), k-nearest neighbors (KNN), and Random forest (RF). 

In section 2, similar studies are discussed, and relevant results are presented. In Section 3, the 
methodology followed in this study is explained. Section 4 discusses the techniques used and the output 
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of each one after testing on all data sets. Section 5 provides an evaluation of the results presented in 
Section 4. Lastly, the conclusion is conducted in Section 6. 

 
2. Related Work 

In [2], Biau and D'Elia (2010) utilized a random forest model to estimate the GDP data for the euro area, 
and they discovered that the predictions made by the machine learning model were more precise than those 
made by a conventional autoregressive model. Using the elastic net, recurrent neural network, and super-
learner models,  

In[3], Jung et al. (2018) forecasted real GDP growth in the United States, the United Kingdom, Germany, 
Spain, Mexico, the Philippines, and Vietnam. Elastic net and random forest models were used by Tifn 
(2016) to anticipate GDP growth in Lebanon, which only releases official GDP growth statistics after a two-
year wait.  

In[4], Emsia and Coskuner (2016) employed support vector regression to forecast Turkey's GDP growth. 
However, the prior literature has not sufficiently studied Japan's real GDP growth projection. Second, over 
a significant length of time, the machine learning approach used in this work outperforms the predictions 
given by the BOJ and the IMF in terms of predicting yearly real GDP growth in Japan. Last but not least, 
this study introduces a cross-validation and hyperparameter tuning approach to handle forecasting concerns, 
like overfitting problems and provides the precise parameters utilized in the prediction models, which can 
serve as a useful reference for pertinent research in the future. Also, other related work in [5-20] has been 
proposed in recent years to address machine learning and its application in different fields.   

3. Research Methodology 
This paper used RF, SVM, LR, NB, KNN, and GB models. All algorithms have monitored ML  to study 
training data and produce a data prediction function. 
Six algorithms are tested for accuracy, with the accuracy model utilized to estimate GDP and extract the 
GDP value-influencing factors. 
The world bank dataset was used for my prediction from 1990 to 2019, and I depend on the expenditure 
approach to assess and predict GDP {GDP=C+I+G+(X-M)}. The Scikit-Learn package was used to create 
the ML methods used in this work in Python. 

 

4. The ML techniques : 
 

4.1. Support Vector Machine (SVM) 

When utilizing a special machinery learning method, classification applications uncover an independent 
and identically distributed data set (iid). A discriminating categorization algorithm is given a data point 
called x. This discriminating function reliably foresees new occurrence labels. When performing 
classification tasks, it places it in one of the many classes instead of generative ML techniques, including 
computing probability distributions. When outlines are necessary, discriminatory approaches, which are 
less effective and are frequently used, need fewer resources, especially in multidimensional fields. When 
just later opportunities are required, a multidimensional surface equation that best separates several classes 
must be found. As the convex optimization problems are analytically resolved, SVM always offers the same 
optimum space value, unlike evolutionary algorithms like perceptrons, widely employed in ML 
classification. Perceptrons have significant setup and termination needs. "El-Aal, A., Mohamed, F, et al., 
2021" [5].  
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Vapnik proposed the SVM regression model as a non-parametric technique (1995). The SVM linear 
function looks like this: 
 

f(x) − ⟨w, x⟩ + b        (1) 

We indicate to weight vector x is the input or feature vector, and b denotes the bias, intending to keep the 
function as flat as feasible, i.e., a small WW. Minimizing the usual, i.e., w2, is one technique to do this 
"Richardson and Mulder et al., 2018" [6]. Defined the function as a convex optimization problem: 

0.5 ∥ w ∥!+ C∑  "
#$% 34y" − f(x")63&     (2) 

4.2. Random Forest (RF) : 

An RF algorithm is composed of many different decision trees. We forecast a binary outcome variable using 
a classification-style decision tree instead of a serial number. These two decision trees similarly divide the 
data into two groups at each decision point. At every node, a yes-or-no choice is made. For instance, is it 
true or false that x is greater than 5? The data is then divided based on the response. The data is then divided 
again, but more explanatory factors are included this time. The one that can explain the most substantial 
data separation is the first explanatory variable that is selected. The mean value of the data in the separated 
bucket serves as the model's prediction for that smaller bucket. Because the model was trained too closely 
to the in-sample data, overfitting can happen when a decision tree has an excessive number of partitions, 
which leads to poor performance in out-of-sample predictions. Restricting the number of variables and 
decision nodes is advisable when out-of-sample prediction is a severe problem. "Rajkumar, 2017". [7] 
The RF method seeks to avoid overfitting without constricting the size of the tree or the permitted number 
of divisions. By cultivating many trees for many people. To reduce the forecast variation, the trees' findings 
are averaged. In addition, the RF partitions the data at each node using a random variable from a subsample 
of variables. As a result, each tree's nodes cannot access the same variables. In-sample data overfitting 
rarely results in problems. "Tiffin, 2016". [8] 
The following Equation is the basic RF model: 

 
F'(x) =

%
(
∑  (
#$% (y# − γ)!        (3) 

 
Where	𝛾 indicates the expected value, and	𝑦) indicates the observed value 

4.3. Logistic Regression (LR) 

When a binary dependent variable is present, the LR provides interpretation probabilities limited to zero to 
one, just like linear regression. Additionally, it implies that the return to explanatory factors decreases when 
the likelihoods approach zero or one. This rise in the separate variable will cause a far larger change in the 
output when it is close to half as opposed to zero or one end. "Rajkumar,2015". [7] The linear function's 
transformed log undergoes a modification log	 @ *

%+*
A: 

log	 @ ,(.)
%+,(.)

A = β' + β%x       (4) 
 
𝛽' indicates to intercept, and 𝛽% indicates the effect of explanatory variables (C, I, G, (X-M) on the 
dependent variable (GDP). 

When utilizing a special machinery learning method, classification applications uncover an independent 
and identically distributed data set (iid). A discriminating categorization algorithm is given a data point 
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called x. This discriminating function reliably foresees new occurrence labels. When performing 
classification tasks, it places it in one of the many classes instead of generative ML techniques, including 
computing probability distributions. When outlines are necessary, discriminatory approaches, which are  
 
4.4. Naïve Bayes 

Reverend Thomas Bayes, a British scientist, invented the NB classifier using Probability and statistical 
approaches. The NB is a widely used model in ML applications because of how easily all attributes can 
influence the final decision. In many complex real-world circumstances, the NB works far better than one 
may assume. The NB technique is appealing and suitable for various fields due to its simplicity, equating 
to computing efficiency prior, posterior, and class conditional probability, which make up the NB 
Classification's three primary parts. "Nugraha,2019". [9] 
 
The formula for the Bayes Theorem is given by: 
 

P(Φ ∣ X ) = 01X∣∣Φ 3⋅0(5)
0(6)

,      (5) 
 
X refers to Unknown class information, Φ refers to hypothesis (X) as a specific class, P(Φ ∣ X) refers 
to The Probability of the (Φ) hypothesis refers to (X), P(X ∣ Φ) refers to Probability (X) in the 
hypothesis (Φ), P(Φ)  refer to Probability of the hypothesis (Φ), and P(X) refers to Probability (X). 

To know the Naive theorem Bayes, it is essential to recognize that the classification process uses 
several indications to identify the sample-based class (Nugraha,2019). [9] This transformed the 
theorem of Bayes into: 

 
P(Φ ∣ X%… . . X() =

0(5)0(6!..…6"∣5)
0(6!…..6")

,     (6) 
 
 
The 𝛷  variable represents class, or variable X1 … Xn indicates the features of the required 
instructions for the classification process. 

4.5. K-nearest neighbors (K-NN)  

One of the most often used algorithms in master's study research is the closest Neighbor (kNN). 
Given that the label of an instance matches its kNN instances, KNN is based on labeling the k 
examples closest to the data. It could also be referred to as a unique case. The fundamental idea 
behind kNN's prediction accuracy is that it's an easy-to-create, obvious technology. K-NN makes no 
presumptions regarding the distribution of the data. These benefits make incremental learning simply 
because it is based on examples without training to produce predictions. KNN is typically used in 
supervised learning tasks involving classification and regression. "Kang, 2021". [10] 

 
4.6. Gradient Boosting (Gb model) 

Various low-quality models can provide an advanced preview using gradient enhancement. These 
techniques often start by applying a loss function to a basic target variable model. A new model will be 
shown after the leftovers from the earlier models are subjected to the loss function. This process still has 
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some momentum. At a high level, we're iterating through the stages below: "Richardson, Mulder, et al., 
2019". [6] 
 
 

F9(x) = F9+%(x) + vΔ9(x),       (7) 
In Fm(x), when the new mapping x shows the target, Fm−1(x) specifies the preceding model. The 
term ∆m(x)  signifies the low learner, and ν represents the reduction parameter. 

5. Empirical Results: 

The key findings of our analysis, which determined the accuracy model, are discussed in this section. Table 
(1) below demonstrates this: 
 

Table(1): Performance of ML algorithms valuation (dataset 1990-2019) 
algorithms AUC CA F1 Precision Recall 
RF 0.997 0.967 0.967 0.970 0.967 
SVM 0.997 0.967 0.967 0.970 0.967 
L R 1 0.933 0.931 0.939 0.933 
NB 0.995 0.933 0.931 0.939 0.933 
K-NN 0.975 0.933 0.931 0.939 0.933 
GB 1 1 0.99 0.99 O.99 

Source: python results by author. 
According to the table, the GB model is the most accurate with a percentage of 100%,  the RF and SVM 
with a percentage of 0.967%, and then logistic regression, naive Bayes, and KNN with a percentage of 
0.933%. I shall rely on the GB model for GDP prediction despite the model's overall great accuracy, as 
demonstrated in the table (2): 
 

Table (2): the GB prediction for actual GDP value 
Mil dollar 

year GB prediction value 
(Mil dollar ) 

GDP actual value  
(Mil dollar) 

1990 42984 42979 
1991 37400 37388 
1992 41863 41856 
1993 46576 46579 
1994 51902 51898 
1995 60159 60159 
1996 67619 67630 
1997 78447 78437 
1998 84834 84829 
1999 90704 90711 
2000 99843 99839 
2001 96687 96685 
2002 85163 85146 
2003 80278 80288 
2004 78790 78782 
2005 89600 89601 
2006 107427 107426 
2007 130438 130438 
2008 162818 162818 
2009 189144 189147 
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2010 218985 218984 
2011 235978 235990 
2012 279120 279117 
2013 288432 288434 
2014 305589 305595 
2015 329360 329367 
2016 332432 332442 
2017 235741 235734 
2018 249704 249713 
2019 303087 303092 

Source: python results by author 
 
The table clearly shows that the gradient boosting-predicted values are extremely similar to the actual 

values of the Egyptian GDP, demonstrating the forecast's accuracy and high caliber. 
 
 
This paper used RF, SVM, LR, NB, KNN, and GB models. All algorithms have monitored ML  to study 
training data and produce a data prediction function. 
Six algorithms are tested for accuracy, with the accuracy model utilized to estimate GDP and extract the 
GDP value-influencing factors. 
 

Using the feature importances of the GB algorithm might help you identify which of your variables has 
the greatest influence on these models, even though these methods are most frequently employed for 
prediction. And the results of this code are displayed in the following table: 
 

Table (3): Independent variables' effect on GDP (feature importance indicators) 
Independent variables Percentage 
gross fixed capital formation (public sector) 0.21 
Households consumption expenditure(C) 0.19 
General government consumption expenditure (G) 0.13 
gross fixed capital formation  (private sector) 0.15 

Total exports (X) 0.14 

Total imports (M) 0.15 
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Source: python results by author 
 
From the table, we find that the most important independent variables used to explain the dependent 
variable are gross fixed capital formation public sector (21%), then the Household's Final consumption 
expenditure. And the attempt to reduce imports negatively affects the gross domestic product (15%) 
compared to the positive effect of Egyptian exports (14%). Therefore, the decision-maker should focus in 
the coming period on these two variables to ensure the achievement of significant growth rates in the gross 
domestic product. 
We can state the results of the paper accurately in the next points: 

• The GB algorithm is the most accurate for predicting the Egyptian GDP, and the decision-maker 
can rely on it to predict the outcome in the future. 

• The most important independent variables used to explain the dependent variables are gross fixed 
capital formation public sector and the Household's Final consumption expenditure. So increase in 
those variable values lead to an increase in the GDP value. 

 
6. Conclusion 

The GDP is one of the indicators that decision-makers always seek to analyze and predict. Suppose the 
GDP is a significant determinant of the state's economic strength and an indicator for comparing its 
economic size with other countries. In that case, it is also a determinant of the standard of living of its 
people. Its growth translates to growth in the level of employment in it, and its stability translates to the 
stability of the level of inflation in the country. As a result, we can put up the appropriate economic policy 
for the future by predicting it accurately. 

The results of this study proved that using ML techniques in forecasting macroeconomics has high 
prediction power. And we evaluate the performance of ML algorithms, especially RF, SVM, LR, NB,  KNN, 
and GB, by now casting Egypt's GDP values. And the GB approved that it is an accurate model for GDP 
prediction than other algorithms. And we also approved the most important independent variables used to 
explain the dependent variables: gross fixed capital formation public sector and the Household's Final 
consumption expenditure. 
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