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 Econometrics can be used to understand and forecast price movements, assess market efficiency, 

and explore the factors influencing Bitcoin's value and adaptation. 

Econometrics is related to bitcoin in seven categories: price analysis and prediction, market 

efficiency, determination of Bitcoin prices, risk analysis, adaptation and network effects, causality 

tests, and simulation and stress. Testing these analyses can be invaluable for policymakers, 

investors, and financial institutions interested in the economics of digital currencies. 

Bitcoin price prediction in machine learning has many challenges that have deep roots in 2 main 

properties: cryptocurrencies and complexities in the Machine Learning models. 

Many problems are associated with machine learning for bitcoin price prediction, such as 

overfitting, data quality and availability, latent variables, model interpretability, computational 

complexity, dynamic adaptation, market manipulation, anomalies, data snooping bias risk, and 

time horizon mismatch. In the paper, we proposed an efficient framework for the prediction of 

bitcoin using nine different machine learning algorithms (linear Regression, random forest, 

adaboost, tree, KNN, gradient boosting, constant, neural network, SVM) on five different datasets. 

The results revealed that linear Regression emerged as the optimal model for the first data set. In 

the second data set, the random forest model demonstrated superior performance. The third data 

set exhibited the highest efficacy when the Adaboost model was employed. The fourth data set 

yielded the best outcomes with the random forest model, while linear Regression was the most 

effective choice for the final data set.  
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1. Introduction 

Econometrics uses observed data to study economic phenomena systematically. The primary rule of 

Econometrics is to test. Fortunately, this rule has been used in experimental applications easily and 

accurately. Econometrics also provides quantitative estimates of price and income elasticities of demand, 

the efficiency of production processes as captured by the cost function, etc. These are important for policy 

decision-making [1-3]. 

 We can consider predicting cryptocurrency's price as a common type of time series problem, such as 

predicting the price of Bitcoin. Traditional time-serious methods, such as the well-known AutoRegressive 

Integrated Moving Average (ARIMA) model, have been applied to predict cryptocurrency price and 

movement. One of the main problems with Bitcoin price predictions is that they lack sufficient analytical 

support to back up their claims [4-6]. 

Machine learning is the field of developing computer algorithms capable of imitating human 

intelligence. It relies on ideas from Artificial intelligence, probability, and statistics. One of the most 

important characteristics of these algorithms is their distinctive ability to learn the data landscape from the 
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input data, with or without knowledge. By expertly deciphering hidden patterns within complex data, 

machine learning algorithms can create accurate models of Bitcoin price predictions [7-9]. 

 Machine learning methods can predict Bitcoin price at different frequencies, corresponding to how the 

price is measured. Extensive data points are used to predict the daily price of Bitcoin, while the technical 

trading features derived from cryptocurrency exchanges are used for shorter-term predictions. Predicting 

the prices of established financial markets, like Bitcoin prices, has traditionally relied on methods like Holt-

Winter models. These models thrive on stable trends, predictable cyclical fluctuations, and low variance; 

however, these assumptions Show cracks in the face of highly unpredictable markets like Bitcoin. It is 

similar to trying to predict prices with no clear patterns, only an unpredictable fluctuation [10-12]. 

 The main contribution of this paper can be summarized as follows: Investigating the efficacy of machine 

learning for Bitcoin price prediction. Evaluating nine machine learning algorithms (linear Regression, 

random forest, AdaBoost, decision tree, KNN, gradient boosting, constant, artificial neural network, and 

SVM) across five different datasets.  

The rest of the paper is organized as follows: related work is mentioned in the third section, which is the 

section below. Moving on to the Methodology in the fourth section, we discuss the datasets, the algorithms 

used, and the performance metrics. Subsequently, we show the results in the fifth section where we 

determine the best and worst models for the datasets discussed in the Methodology. The conclusion is 

located in the sixth section, where we provide a summarized statement based on the work done in the paper. 

Finally, an acknowledgment can be found in the seventh and final section. 

 
 

3. Related Work 

In[13], This research uses machine learning models to predict Bitcoin's USD price movement. They use 

Bayesian-optimized recurrent neural networks (RNN) and Long Short Term Memory (LSTM) networks, 

achieving 52% accuracy and 8% error. Comparatively, the ARIMA model performs poorly. The study 

addresses the scarcity of machine learning studies in Bitcoin prediction, comparing traditional and modern 

approaches using Bitcoin data and Blockchain information. Prior studies tried different methods, but some 

faced limitations due to small sample sizes and social media influence. The paper follows a specific research 

method, aiming to accurately predict Bitcoin's price changes using deep learning models, offering insights 

into a less-explored area in Bitcoin price forecasting. 

 The research paper [14] states that, in the domain of Bitcoin Price Prediction using machine learning 

models, it became evident that the efficiency of RNN, specifically when equipped with LSTM. 

Encompassing the data sets from 2012 to 2019, a comprehensive evaluation was conducted based on robust 

metrics such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R squared. The test of 

RNN, specifically with short-long memory (LSTM), comes to the fore as notably more proficient in 

discerning protracted dependencies for accurate Bitcoin Price Predictions. A thorough examination of 

RMSE, MAE, and R-squared metrics distinctly underscores the highlighted accuracy of RNN over the linear 

regression model. This has been reaffirmed through graphical representations, delineating actual Bitcoin 

prices against those predicted by the RNN model. 

As stated in [15], the blockchain is a public ledger that records all Bitcoin transactions, with new blocks 

being added every 10 minutes via mining. Because of their ability to analyze massive datasets and detect 

trends, machine learning techniques have been widely employed for Bitcoin price prediction. Linear 

regression, support vector machines (SVM), long short-term memory (LSTM) networks, random forest, 

and deep learning are examples of commonly used methods. These methods are designed to provide more 

accurate predictions about future price changes, benefiting individual investors and financial institutions 

active in bitcoin markets. Because of Bitcoin's popularity and volatility, studying Bitcoin price prediction 

using machine learning techniques is an important research topic. 

The research paper [16] focuses on predicting Bitcoin prices using machine learning models, specifically 

random forest regression and LSTM algorithms. The study collected data from 7 natural years, from March 
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31, 2015, to April 1, 2022, and analyzed the impact of Bitcoin's price bubbles in 2017 and 2021 on prediction 

accuracy. The research used 47 explanatory variables across various categories, including cryptocurrencies, 

commodities, market indices, foreign exchange, and public attention variables. The results show that the 

random forest regression model outperformed the LSTM algorithm regarding prediction accuracy, with 

lower RMSE and MAPE. The study also identified the importance of variables in predicting Bitcoin prices, 

with the OHLC price of Bitcoin in the previous period ranking high and the importance of certain variables 

changing over time. The research paper focuses on using machine learning models to predict Bitcoin prices, 

analyzing the impact of explanatory variables, the importance of periods, and the accuracy of different 

models in predicting Bitcoin prices. The authors used a methodology that involved predicting Bitcoin prices 

using machine learning models, specifically random forest regression and LSTM algorithms. They 

conducted a comprehensive analysis of the existing methodologies and models for predicting 

cryptocurrency prices, discussed the setting of model parameters and error settings, analyzed the selection 

and pre-processing of explanatory variables, evaluated the performance of the proposed model, and 

discussed the limitations of the research and directions for future attempts. The study also collected data 

from various sources, dividing the data into two periods for independent research, training models for their 

respective periods, and conducting experiments and attempts to select explanatory variables for each period. 

Moreover, the authors compared the prediction accuracy of various models and conducted hypothesis tests 

on the significant differences between different algorithms. The Methodology also included an in-depth 

analysis of the relationship between model accuracy and the lag of explanatory variables. 

Many studies have investigated applying machine learning techniques to predict the price of Bitcoin. A 

comprehensive investigation was conducted using various regression models, including linear Regression 

[17], support vector regression, and random forest, and achieved highly impressive accuracy. They used a 

1-minute interval trading data from the Bitstamp exchange between 2012 to 2018, leveraging sci-kit-learn 

and Keras libraries to implement their best-performing model, attained a Mean Squared Error (MSE) of 

0.00002 and an R-Square (R2) of 99.2%, a testament to the power of machine learning in this area. However, 

their study was limited to data before 2018 and did not explore the impact of news sentiment on price 

forecasting. Building on this work, our research aims to use newer data, including news sentiment analysis, 

to develop more accurate and robust models for Bitcoin price prediction. 

In [18], authors proposed a two-stage framework utilizing Bayesian Regression and artificial neural 

networks. Their approach collected historical data and updated a probabilistic model based on identified 

patterns, incorporating uncertainty and previous knowledge. The data used in their approach was then 

segmented into three stages: weight calculation, evaluation, and daily price change prediction. While 

demonstrating the potential of machine learning in this domain, their work focused primarily on linear 

models. It did not fully explore the capabilities of advanced techniques such as random forests or 

generalized linear models (GLMs) known for their flexibility and robustness.  

 

 
 

4. Methodology 

This section demonstrates the testing and scoring of different datasets for Bitcoin price prediction. First, 

the datasets are tested on several folds and random samples using different algorithms and then compared 

based on several errors. The best Algorithm is determined based on the least number of errors. Each 

Algorithm used is explained thoroughly with figures and graphs for a clearer overview. 

4.1 Dataset Description 

The first Dataset shows the change in bitcoin price from 2014 to 2021, and it consists of six features, 

namely, Date, representing the day on which the data is recorded. Currency represents the currency the 

Dataset works on, BTC, short for Bitcoin. The closing price represents the last price that was recorded that 

day. 24 open contains opening exchange rate daily. 24 high contains information about when the price was 
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high daily. Finally, 24 low contains information about when the price was low daily. It is important to note 

that the target is Closing Price. 

 

Feature Type Values 

Date Date From 2014-03-14 to 2021-10-29 

Currency Categorical BTC 

Closing Price Numerical From 110 to 63300 

24 open Numerical From 110 to 63600 

24 high Numerical From 120 to 64800 

24 low Numerical From 84.3 to 62100 

 
 

The second Dataset shows the change in bitcoin price throughout the years from 2014 to 2022, and it 

consists of six features namely, Date, representing the day the transaction is made. Open represents the price 

at the beginning of the day. High shows the day's highest price, while Low shows the lowest price the BTC 

reached that day. Close displays the closing price, the day's last price, without further changes or 

adjustments. Finally, Volume shows how many activities happened that day regarding buying, selling, and 

trading BTC. The target is Close as in the closing price. 

 
 

  

Feature Datatype Values 

Date Date From 2014-09-17 to 2022-02-19 

Open Numerical From 177 to 67500 

High Numerical From 212 to 68800 

Low Numerical From 172 to 66400 

Close Numerical From 178 to 67600 

Volume Numerical From 5.91 million to 351 billion 

 

The third Dataset shows the change in bitcoin price beginning in 2017 and ending in 2020. The BitCoin 

data is limited to these three years because Dec 2017 was when BitCoin Prices Skyrocketed. Hence, this 

duration is Perfect for Predicting future Prices. The years before 2017 had a low Price ratio, which can cause 

a disturbance in our Prediction Models. 

The Dataset consists of six features, namely, Date as in the day of the transaction; High, as in the highest 

price reached that day, as in the lowest price reached that day, as in the price at the beginning of the day; 

Close as in the price at the end of the day, and Volume as in the number of buying, selling, and trading that 

took place that day. The target is Close, being the closing price. 

 
 
 

 

Feature Type Values 

Date Date From 2017-07-10 to 2020-07-10 

High Numerical From 2060 to 20100 

Low Numerical From 1840 to 19000 

Open Numerical From 1930 to 19500 

Close Numerical From 1930 to 19500 

Volume Numerical From 706 million to 74.2 billion 

 

Table I 

Bitcoin Bull-Run Prediction Dataset 

Table II 

Bitcoin Price Dataset 

Table III 

BitCoin Dataset 



Diaa Salama et al.                                                 Journal of Computing and Communication  Vol.3  , No.1 , PP. 70-87  , 2024            

 

74 
 

 

This Dataset shows how the Bitcoin price changes throughout the eight years from 2014 to 2022. It consists 

of six features: Date, which represents the trading date. Open represents the price of BTC when the market 

opened. High represents the highest achieved price of the day. Low represents the lowest price of the day. 

Close is the price of BTC when the market closes. Finally, the Volume shows How much buying or selling 

happened or how much trade took place. The target is Close, being the closing price. 
 
 

 

Features Type Values 

Date Date From 2014-09-17 to 2022-05-05 

Open Numerical From 177 to 67500 

High Numerical From 212 to 68800 

Low Numerical From 172 to 66400 

Close Numerical From 178 to 67600 

Volume Numerical From 5.9 million to 351 billion 

 

The fifth and final Dataset comprises historical records of Bitcoin's price movements over time, 

capturing daily fluctuations. It includes features such as the Date of the transactions, the currency, which is 

limited to BTC only, the closing price at the end of the day, the opening price at the beginning of the day, 

and the high and low representing the highest and lowest achieved prices of the BTC that day. The Dataset 

spans a considerable timeframe of nine years, offering insights into various market conditions, trends, and 

potential correlations with external factors, providing a rich source for training models to forecast Bitcoin's 

future price changes. The target is the Closing price. 

 
 

 

 

Features Type Values 

Date Date From 2013-10-01 to 2021-05-18 

Currency Categorical BTC 

Closing Price Numerical From 109 to 63300 

24 Open Numerical From 109 to 63600 

24 High Numerical From 119 to 64800 

24 Low Numerical From 83.3 to 62100 

 

4.2 Algorithms used: 
 

1) Linear Regression provides a linear relationship between an independent and dependent variable to 

predict the outcome of future events [19]. 

The formula of linear Regression is: 

  

𝑌 = 𝑚𝑥 + 𝑏     (1) 

 

 
 
Where: Y = dependent    X = independent   m = slope  b = intercept 

 

2) Random forest is a tree-shaped diagram that combines the output into many decision trees and turns 

it into a single result. This Algorithm builds numerous decision trees during the training phase. Each 

Table IV 

Analyzing and Predicting Bitcoin pricing trend Dataset 

Table V 

Bitcoin_Prediction_Dataset 
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tree is trained on a subset of the Dataset (randomly sampled with replacement), and at each node of 

the tree, it considers a subset of features (also randomly selected). 

It uses a technique called bootstrapping, which randomly samples the data with replacement. This 

creates different subsets of the Dataset for each tree, ensuring diversity among the trees [20]. 

                                               
Figure 2. Random Forest Algorithm [20] 

 

3)  Adaboost: is short for Adaptive Boosting, a Boosting technique that can be used to classify a large 

amount of data by combining multiple weak or base learners. It works by weighting the instances in 

the training dataset based on the accuracy of previous classifications [21]. 
 

Figure 3. Adaboost Algorithm [21] 
 
 

The simple weight formula: 

𝑤(𝑥𝑖𝑦𝑖) =
1

𝑁
, 𝑖 = 1,2, … 𝑛            (2) 

 
 

4)  Tree: it is called a tree because it has a root, looks like an upside-down tree, and the branches 

represent the various outcomes [22]. 

The tree formula: 

 

Expected value (EV) = (First possible outcome x Likelihood of outcome) + (Second possible 

outcome x Likelihood of outcome) – Cost 
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Figure 4. Tree Algorithm [22] 

 

5)  Gradient boosting is known for its prediction speed and accuracy, particularly with large and 

complex datasets. The main idea behind this Algorithm is to build models sequentially, and these 

subsequent models try to reduce the errors of the previous model. This is done by building a new 

model on the errors or residuals of the previous model [23]. 

                                                       

Figure 5. Gradient boosting Algorithm [23] 

 

6)  Support Vector Machine (SVM) is a supervised machine learning algorithm for classification and 

Regression. It is a supervised machine-learning problem where we try to find a hyperplane that best 

separates the two classes. SVM finds the maximum margin between the hyperplanes, which means 

the maximum distances between the two classes [24]. 

Figure 6. SVM Algorithm [24] 

7) The K-Nearest Neighbor (KNN) algorithm is an instance-based or lazy learning algorithm. It doesn't 

build a model during training but memorizes the entire Dataset. It can be used for classification and 

regression tasks. It relies on the idea that similar data points tend to have similar labels or values [25].  
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Figure 7. kNN Algorithm [25] 

 

 

8)  Neural networks mimic the fundamental workings of the human brain and draw inspiration from the 

brain's information processing. They address a wide range of real-time tasks owing to their capacity 

for rapid computation and quick responses. The remarkable performance of neural networks stems 

from their proficiency in data-driven learning and predictive decision-making [26]. 
 

Figure 8. Neural Network Algorithm [26] 
 

 

 

 
 

                    

 

 

                                                                                     Activation (∑  (𝑤𝑖 ∗ 𝑥𝑖)𝑚
𝑖=1 + 𝑏𝑖𝑎𝑠)     (3) 

 

 

 
 

9) Constant refers to a fixed value that does not change during the learning or prediction. Predict the 

most frequent class or mean value from the training set. 

 Constants are commonly used in various aspects of machine learning, including model training, 

feature engineering, and algorithm design. The constant probabilities are the observed priors [27]. 

 
 

 

 

 

 
 

𝒙𝟏 

𝒙𝟐 

𝒙𝟑 

Σ 

w1 

w2 

w3 

Bias 
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4.3 Performance Metrics 

 

Performance Metrics reveal how many errors each model or Algorithm makes in the testing and scoring 

phase of the Dataset. Two performance metrics were used for the five Datasets we provided, namely, R2 and 

MAPE. Those are explained in more detail below. 

 

1) R-squared (R2) or the coefficient of determination is a statistical measure in a regression model to 

ascertain the proportion of variance in the dependent variable, which is an independent variable. We 

used R-squared to know how well the data fit the regression model. R-squared can take any value 

between 0 to 1. In addition, it does not mean the correctness of the regression model[28-29]. 

Calculation of the r-squared : 
  

𝑅 − 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 =
𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
                (4) 

 

SS regression is the sum of squares of Regression, and SStotal is the sum of the total sum of squares. 
 

 

Figure 9. Comparison of R2 Values for different linear models  

 

 

2) MAPE, or Mean Absolute Percentage Error, is a metric used to measure the accuracy of forecasting 

methods. It calculates the average of absolute percentage errors for each entry in a dataset, providing 

insight into how accurate forecasted quantities are compared to actual quantities. A lower MAPE 

indicates better accuracy. Accurate forecasting can lead to better decision-making, cost adjustments, 

and alignment of production operations with customer demands. Forecast error measures the 

deviation between actual and forecasted quantities, focusing on the magnitude of the error rather than 

its direction. MAPE can be calculated by organizing data and calculating the absolute percent error 

for each data entry using the formula: Absolute percent error = [(actual-forecast |)/ actual |] x 100. 

Then, all the absolute percent errors are added together, and the sum is divided by the number of 

errors[30] 
 

𝑀 =
1

𝑛
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|                  (5)

𝑛

𝑡=1

 

 

M = mean absolute percentage error 
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n = number of times the summation iteration happens 

At = actual value 
Ft = forecast value 

 

 

5. Results and Discussion 

 

Testing and scoring results: 

The Dataset is tested two times, once on cross-validation with number of folds of 10 and on the random 

sample with training 80% and testing 20%. Nine different algorithms are used and compared based on 

number of errors using MAPE and R2 as references. Comparison is based on MAPE. 

 
 The following table and graph for the first Dataset represent the testing and scoring results of the Dataset 

on cross-validation with number of folds 10. The number of errors for each Algorithm varies from 0.014 

being the minimum to 22.149 being the maximum. The best-performing algorithms are Linear Regression, 

Random Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. 

The worst-performing Algorithms are SVM, Neural Network, and Constant with SVM being the Algorithm 

with the most errors. We can conclude that, in this case, the best Algorithm is Linear Regression, and the 

worst Algorithm is SVM.  

 

 

 

R2 MAPE Model 

1.000 0.014 Linear Regression 

0.999 0.028 Gradient Boosting 

0.999 0.015 Random Forest 

0.999 0.016 AdaBoost 

0.998 0.019 Tree 

0.998 0.024 KNN 

-0.001 7.427 Neural Network 

-0.086 5.563 Constant 

-1.211 22.149 SVM 

Figure 10. the performance results for the  First Dataset p with 10 k-fold 

 

The table and graph below represent the testing and scoring results of the Dataset on the random sample with 

training of 80% and testing of 20%. The number of errors for each Algorithm varies between 0.014 as the 

minimum and 20.267 as the maximum. The best-performing algorithms are Linear Regression, Random 
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Table VI 

STATISTICS OF ALGORITHMS WITH 10 K-FOLD 
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Forest and Adaboost with Linear Regression being the leading Algorithm with minimum errors. The worst-

performing Algorithms are SVM, Neural Network and Constant with SVM being the Algorithm with the 

most errors. We can conclude that in this case, the best Algorithm is Linear Regression and the worst 

Algorithm is SVM.  

 

 

 

 

R2 MAPE Model 

1.000 0.014 Linear Regression 

0.999 0.027 Gradient Boosting 

0.999 0.015 Random Forest 

0.999 0.017 AdaBoost 

0.998 0.019 Tree 

0.998 0.026 KNN 

-0.001 7.517 Neural Network 

-0.027 6.559 Constant 

-0.999 20.267 SVM 

 

Figure 11. the performance results for the  First Dataset with an 80/20 data split 
 

The table and graph below for the second Dataset represent the testing and scoring results of the Dataset on 

cross-validation with the number of folds 10. The number of errors for each Algorithm varies between 0.012, 

the minimum, and 26.370, the maximum. The best-performing algorithms are Linear Regression, Random 

Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. The worst-

performing Algorithms are SVM, Neural Network, and Constant, with SVM being the Algorithm with the 

most errors. Linear Regression is the best Algorithm, while the SVM remains the worst Algorithm in this 

Dataset. 
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Model MAPE R2 

Tree 0.018 0.999 

SVM 26.370 -0.989 

Random Forest 0.015 0.999 

Neural Network 7.305 -0.031 

Linear Regression 0.012 1.000 

kNN 0.418 0.564 

Gradient boosting 0.030 0.999 

Constant 10.550 -0.001 

AdaBoost 0.016 0.999 

Figure 12. The second dataset performance chart with ten k-fold 
 

The following table and graph show the testing and scoring results of the Dataset on the random sample with 

training of 80% and testing of 20%. The errors for each Algorithm are very between 0.012 being the 

minimum and 25.313 being the maximum. Linear Regression, Random Forest, and Adaboost are the top 

three best-performing algorithms, with Linear Regression also being the model with minimum errors. The 

worst performing algorithms, however, are SVM, Constant, and Neural Network, with SVM remaining as 

the Algorithm with the most errors throughout the testing. Based on the previous results, we can conclude 

that the best Algorithm is Linear Regression, and the worst Algorithm is SVM. 
 

 

 

Model MAPE R2 

Tree 0.019 0.999 

SVM 25.313 -0.832 

Random Forest 0.015 0.999 

Neural Network 10.356 0.047 

Linear Regression 0.012 1.000 

kNN 0.421 0.565 

Gradient boosting 0.030 0.999 

Constant 10.561 -0.000 

AdaBoost 0.017 0.999 

 

 

Table VIII 

STATISTICS OF ALGORITHMS WITH 10 K-FOLD 
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Figure 13. Second Dataset Performance chart with 80/20 data split 

 

The following table and graph for the third Dataset represent the testing and scoring results of the Dataset 

on cross-validation with the number of folds 10. The number of errors for each Algorithm varies from 0.000 

being the minimum to 0.379  being the maximum. The best-performing algorithms are Linear Regression, 

Random Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. 

The worst-performing Algorithms are SVM, Neural Network, and Constant, with constant being the 

Algorithm with the most errors. We can conclude that, in this case, the best Algorithm is Linear Regression, 

and the worst Algorithm is constant. 

 

 

 

R2 MAPE Model 

1.000 0.000 Linear Regression 

1.000 0.004 Gradient Boosting 

1.000 0.002 AdaBoost 

0.999 0.003 Random Forest 

0.999 0.004 Tree 

0.318 0.255 KNN 

-0.004 0.370 Neural Network 

-0.013 0.379 Constant 

-0.016 0.355 SVM 

 

 

Figure 14. Third Dataset Performance chart using 10 k-fold 
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The following table and graph represent the Dataset testing and scoring results on random samples with 

training at 80% and testing at 20%. The number of errors for each Algorithm varies from 0.000 being the 

minimum to 0.933  being the maximum. The best-performing algorithms are Linear Regression, Random 

Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. The worst-

performing Algorithms are SVM, Neural Network, and Constant, with constant being the Algorithm with 

the most errors. We can conclude that, in this case, the best Algorithm is Linear Regression, and the worst 

Algorithm is SVM. 

 

 

 

R2 MAPE Model 

1.000 0.000 Linear Regression 

1.000 0.004 Gradient Boosting 

0.999 0.003 AdaBoost 

0.999 0.003 Random Forest 

0.998 0.005 Tree 

0.326 0.260 KNN 

-0.003 0.389 Neural Network 

-0.011 0.367 Constant 

-9.982 0.933 SVM 

 

Figure 15. the performance results for the  First Dataset p using an 80/20 data split 
 

The following table and graph for the fourth Dataset represent the testing and scoring results of the Dataset 

on cross-validation with the number of folds 10. The number of errors for each Algorithm varies from 0.015 

at the minimum to 25.652 at the maximum. The best-performing algorithms are Linear Regression, Random 

Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. The worst-

performing Algorithms are SVM, Neural Network, and Constant, with SVM being the Algorithm with the 

most errors. We can conclude that, in this case, the best Algorithm is Linear Regression, and the worst 

Algorithm is SVM. 
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Model MAPE R2 

Random Forest 0.015 0.999 

Ada Boost 0.016 0.999 

Tree 0.018 0.999 

Gradient Boosting 0.030 0.999 

kNN 0.429 0.590 

Neural Network 10.814 -0.001 

constant 11.054 -0.001 

SVM 25.652 -0.838 

 

Figure 16. Fourth Dataset performance chart with ten k-fold 

 

The following table and graph represent the testing and scoring results of the Dataset on the random sample 

with training of 80% and testing of 20%. The number of errors for each Algorithm varies from 0.015 at the 

minimum to 24.792 at the maximum. The best-performing algorithms are Random Forest, AdaBoost, and 

Tree, with Random Forest being the Algorithm with the least errors. The worst-performing Algorithms are 

SVM, Neural Network, and Constant, with SVM being the Algorithm with the most errors. One can conclude 

that the best Algorithm in this case is Random Forest, and the worst remains SVM. 

 

 

 

Model MAPE R2 

Gradient Boosting 0.030 0.999 

Random Forest 0.015 0.999 

AdaBoost 0.016 0.999 

Tree 0.018 0.999 

kNN 0.443 0.590 

Neural Network 11.320 0.048 

Constant 11.303 -0.001 

SVM 24.792 -0.712 
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Figure 17. Fourth Dataset performance chart with 80/20 data split 

 

The following table and graph for the fifth Dataset represent the testing and scoring results of the Dataset on 

cross-validation with the number of folds 10. The number of errors for each Algorithm varies from 0.014 

being the minimum to 22.217 being the maximum. The best-performing algorithms are Linear Regression, 

Random Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. 

The worst-performing Algorithm is SVM, which has the most errors. The Linear Regression algorithm is 

the best model, and SVM is the worst performance-wise. 

 

 

 

Model MAPE R2 

Linear Regression 0.014 0.999 

Random Forest 0.015 0.999 

AdaBoost 0.016 0.999 

Tree 0.019 0.998 

KNN 0.024 0.998 

Gradient Boosting 0.028 0.999 

Constant 7.450 -0.001 

Neural Network 9.178 0.009 

SVM 22.217 -1.211 

Figure 18. Fifth Dataset performance chart with ten k-fold 
 

The following table and graph represent the Dataset testing and scoring results on random samples with 

training of 80% and testing of 20%. The number of errors for each Algorithm varies from 0.014 being the 

minimum to 20.328 being the maximum. The best-performing algorithms are Linear Regression, Random 

Forest, and Adaboost, with Linear Regression being the leading Algorithm with minimum errors. The worst-
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performing Algorithms are SVM and Neural Networks, with SVM being the Algorithm with the most errors. 

We can conclude that, in this case, the best Algorithm is Linear Regression, and the worst Algorithm is 

SVM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 19. Fifth Dataset performance chart with 80/20 data split 

 

 

6. Conclusion 

Machine learning offers a powerful lens for analyzing the complexities of Bitcoin price prediction. Its 

algorithms unearth hidden patterns that inform future price trajectories by analyzing historical data. This 

research explored diverse models like KNN, SVM, Random Forest, and Linear Regression, each 

contributing unique analytical angles. While Random Forest tackles overfitting and KNN pinpoints data 

similarities, Linear Regression emerged as the top performer, revealing a remarkably accurate linear 

relationship between variables for effective price forecasting. This affirms the transformative potential of 

machine learning for navigating the dynamic world of Bitcoin with greater confidence and informed 

decision-making. 
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